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Intorduction

SSCloud is an laaS services based on OpenStack. The purpose of SSCloud is similar to Amazon EC2, to provide a
virtual machine leasing service. User can easily get a virtual machine online in five minutes.

Software Stack and System Architecture
Currently, SSCloud is using OpenStack Liberty. To provide high available service, SSCloud enable HAProxy and
other HA mechanism.

OpenStack

Horizon
Sahara

Keystone

Figure 1 Software Stack

Ceilometer

Our system architecture as following:
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Figure 2 System Architecture
There is two different physical network:

o External network provides network traffic for instance to Internet or access from Internet to instance. This
network is setup with GB Ethernet network.

. Internal network provides instances communication, OpenStack internal API, and data network. This
network is setup with Infiniband network.
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Features

o Self-service web portal for VM provisioning and management.

ene < [in] @ sscloud2.unicloud.org.tw (4 (U=
Instanca verview - S5Cioua B
@ ssCloud @ wssiab csmhusduty > P ——
Project - Overview
Compute
Limit Summary
Ovariow
B Y
Volumes
mages Instances vopus Ram Fioating 1Ps Security Groups
Used6or 10 Used 120120 Usea 24576 o 51200 Used 101’5 Used 3ot 10
Aecess & Sacurty
- : y
Orchestraton -
Data Processing - Volumes Volume Storage
Used 50 10 Used 100 of 1000
Obiect Store
Usage Summary
Select a period of time to query its usage:
From: | 2016.05-01 To:| 20160518 mmm,.mb.mww,m«m..
‘ 700648.10
Figure 3 Overview
o Flexible virtual network configuration.
< [in] # sscloud2.unicloud.org.tw. < ha [+

Edit Subnet

Enable DHCP ‘Specify additional attributes for the subnet.

Allocation Pools @

10.0.02,100.0.254

DNS Name Servers @

168.95.1.1

Host Routes @

Figure 4 Edit Subnet

o Provide programmable REST APIs that comply with AWS.

¢ o & sscloud2.unicloud orgtw ¢ & o
& SscCloud 3 jhku@sslab.cs.nthu.edutw v & jhku@ssiab.cs.nthu.edu.tw »
Project - Access & Security
Compute ~ Security Groups ~ KeyPairs  FloatingIPs APl Access.
Overview & Download OpenStack RC File i & Download Juj
\penzces Service Service Endpoint
Yolimes Metering http//sscloud2.unicloud.org w:8777
Images Orchestrat Joud
Access & Security Volume loud.
Notwork . o unicioud. v
Identity http://sscloud2.unicloud.org tw:5000//3
Orchestration ¥;
Volumev2 unicloud.
Data Processing 2 Object Store. it L
Object Store v Compute Joud.
Network http:/sscloud2.unicloud.org.tw:9696
Image hitp://sscloud2.unicloud.org tw:9292
Data Processing unicloud

Displaying 11 fems.

Figure 5 API Access
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o A human- and machine-accessible service for managing the entire lifecycle of infrastructure and
applications.

< in] sscloud2.unicloud.org.tw ¢ b a

(& SSCloud 3 jhku@sslab.cs.nthu.eduw ~ & jhku@ssiab.cs.nthu.edu.tw >

Project - Resource Types

Compute
Type Implementation Component Resource
Network
AWS::AutoScaling::AutoScalingGroup AWS compatible  AutoScaling AutoScalingGroup
Orchestration AWS::AutoScaling::LaunchConfiguration AWS compatible  AutoScaling LaunchConfiguration
Stacks | | AWS:AutoScaling:ScalingPolicy AWS compatible  AutoScaling ScalingPolicy

AW

Formation::Stack AWS compatible CloudFormation Stack
Resource Types

AWS::CloudFormation:: WaitCondition i

Data Processing
AWS::CloudFormation::WaitConditionHandle W bl Wait

Chiest Sets AWS::CloudWatch::Alarm AWS compatible CloudWatch Alarm
AWS:EC2:EIP AWS compatible EC2 EP
AWS:EC2:EIPAssociation AWS compatible EC2 ElPAssociation
AWS:EC2:Instance AWS compatible Ec2 Instance
AWS:EC2:Internet AWS compatible EC2 InternetGateway
AWS:EC2:Networkint AWS compatible EC2 Networkinterface
AWS:EC2:RouteTable AWS compatible Ec2 RouteTable
AWS:EC2::SecurityGroup AWS compatible EC2 SecurityGroup
AWS:EC2::Subnet AWS compatible EC2 Subnet
AWS:EC2::SubnetRouteTableAssociation AWS compatible Ec2 ‘SubnetRouteTableAssociation
AWS:EC2:VPC AWS compatible EC2 vPC
AWSHEC2:VPCGatewavAttachment AWS comoatible EC2 VPCGatewavAttachment

Figure 6 Resource Types

o A simple means to provision a data-intensive application cluster (Hadoop or Spark).

< [in] & sscloud2.unicloud.org.tw ¢ =]

& SSCloud 5 jhku@sslab.cs.nthu.edu.tw ~ & jhku@sslab.cs.nthu.edu.tw v

Project - Data Processing Plugins

Compute v
Title :"'.’med Description
Network v i
Vanilla Apache 260 The Apache Vanilla plugin provides the ability to launch upstream Vanilla Apache Hadoop cluster without any management consoles.
Orchestration v Hadoop 274 It can also deploy the Oozie component.
. Hortonworks Data
Data Processing - iidme 206 The Hortonworks Sahara plugin automates the deployment of the Hortonworks Data Platform (HDP) on OpenStack.
Guides 134
Apache Spark e “This plugin provides an ability to launch Spark on Hadoop CDH cluster without any management consoles.
Clusters
5
peey [ E— - The Cloudera Sahara plugin provides the ability to launch the Cloudera distribution of Apache Hadoop (CDH) with Cloudera Manager
a0 management console.

Cluster Templates
Displaying 4 tems
Node Group Templates
Job Templates
Job Binaries
Data Sources
Image Registry

Plugins

Object Store -

Figure 7 Sahara plugin list

o Cloud storage for user to store and retrieve lots of data with a simple API.

< [is & sscloud2.unicloud.org.w ¢ &l o
(& SssCloud 3 jhku@sslab.cs.nthu.eduw ~ & jhku@sslab.cs nthu.edutw +
Project i
Containers
Compute
+Grete Gontaner Q|  CratoProuco-older | 2 Upload Ot

Network

Object Count: 0 No items to display.
Orchestration Size: 0 T4 View Details  ~

hocess Pubec
Data Processin

) Displaying 1 item Displaying 0 ftems.

Object Store
Container Details

Containers
Container Name. hdpdata
Container Access Public
Public URL
Object Count 0
size ofazi

Figure 8 Swift Container
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Services

SSCloud provide 7 main service: compute, image, network, ..., object storage.

Compute

Compute service provide function to manage virtual machine (instances).
< [am] & sscloud2.unicloud.org.tw ¢ t o [
(& SSCloud 3 jhku@sslab.cs.nthu.edu.tw ~ & jhku@sslab.cs.nthu.edu.tw

Project - Instances

Compute ~

Instance Name 7 Filter & Launch Instance More Actions ~
Overview Time
lnstence Image Name IP Address Size Key Pair Status Aualiabiiyj Task bowes since Actions
Instances Name Zone State
created
Volumes 10.0.0.10
hdpvci- Sahara HDP 2.0.6 = " 18,
i 3 1. -
images hdpmaster-001  (CentOS 6.6) Floating IPs: mi.medium hdpcluster Active nova None  Running IR Create Snapshot
140.114.91.117
Access & Securty. hdpvet Sahara HDP 2.0.6 18
pvci- ahara 0.4 . . .
hdpworker-005  (CentOS 6.6) 10.0.0.9 mi.medium hdpcluster Active nova None  Running IR Create Snapshot
Network >
hdpvei- Sahara HDP 2.0.6 2 .18,
.0.0. 1. e
(S . hdpworker-004  (CentOS 6.6) 10.0.0.8 mi.medium hdpcluster Active nova None  Running 38 Create Snapshot
. hdpvei- Sahara HDP 2.0.6 5 . 18,
Data Processing v hdpworker-003  (CentOS 6.6) 10.0.0.7 mi.medium hdpcluster Active nova None  Running B Create Snapshot
Object Store o hdpvei- Sahara HDP 2.0.6 5 : 1A,
.0.0. 1.medi h -
hdpworker-002  (CentOS 6.6) 10.0.0.6 m1.medium dpcluster Active  nova None  Running P Create Snapshot
hdpvei- Sahara HDP 2.0.6 5 .18,
hdpworker-001 (CentOS 6.6) 10.0.0.5 mi.medium hdpcluster Active nova None  Running ® Create Snapshot

Displaying 6 items

Figure 9 Instance List

User can launch instances via web portal or REST APIs.

eve < [em] # sscloud2.unicloud.org.tw [ [u] a

Images - SSCloud e

Launch Instance

lnStance Details

Please provide the initial ho availability zone where it will be deployed, and the instance count. Increase the
Flavor Count to create multiple o

Networks Instance Name * Availability Zone Total Instances (10 Max)

first_instancel nova S 16 Current Usage
Security Groups
Key Pair
Instance Source
Configuration Instance source is the template used to create an instance. You can use a snapshot of an existing instance, an image, or a volume (if
ed). You can also choose to use persistent storage by creating a new volume.
Boot Source Create New Volume

Image

Allocated

% Cancel

Figure 10 Create Instance

Copyright © 2013 System Software Laboratory, National Tsing Hua University,

All Rights Reserved.




WA

@J = [ﬁ $4 * 4%%’ ﬁSystem

Software
NATIONAL TSING HUA UNIVERSITY Laboratory

To access instances, there is two way:

1.  Access via Web Console after user login to dashboard.

Instance Console

If console is not responding to keyboard input: click the grey status bar below. Click here to show only console
To exit the fullscreen mode, click the browser's back button.

| Send CtrlAltDel |

Figure 11 Web Console

2. Access via SSH with floating IP and SSH key

sscloud2.unicloud.org.tw B ()
Access & Security - SSCloud .
(& SSCloud 3 jhku@sslab.cs.nthu.edu.tw + & jhku@sslab.cs.nthu.edu.tw v
Projoct . Access & Security
Compute A Security Groups | KeyPairs  Floating IPs APl Access
Overview Q  +CreateKeyPair & Import Key Pair
Instances
Key Pair Name Fingerprint Actions
Volumes
hdpcluster 5a:ca:7¢:18:cf:01:93:63:49:55:20:7e:82:78:6d:de Delete Key Pair
Images

Displaying 1 item

Access & Security

Network ».

Orchestration

Data Processing

Object Store

Figure 12 SSH Key
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Image

Image service provide operating system for user to create instance.

e0e® < m @ sscloud2.unicloud.org.tw <& @
Images - SSCloud [
(o) SSCloud = jhku@sslab.cs.nthu.edu.tw v & jhku@sslab.cs.nthu.edu.tw v
Project - Images
Compute < # Project (1) @ Shared with Me (0) | i Public (8) + Create Image
Overview Image Name Type Status Public Protected Format Size Actions
Inst
fRiances Sahara CDH 5.4.0 (Ubuntu 12.04) Image  Active True False Qcowz 31GB Launch | ~
Volumes
Sahara HDP 2.0.6 (CentOS 6.6) Image Active True False Qcow2 1.6GB Launch |~
Images
Sahara Spark 1.3.1 (Ubuntu 14.04) Image Active True False Qcowz 913.0 MB Launch |~
Access & Security
Network . Sahara Vanilla 2.7.1 (Ubuntu 14.04) Image Active True False Qcowz 1.1GB Launch |~
Orchestration v Ubuntu 15.10 Image Active True False Qcowz 308.7 MB Launch | ~
Data Processing = Windows Server 2012 R2 Image Active True False Qcowz 16.0 GB Launch |~
Object Store Y Ubuntu 14.04 (SSCloud Image) Image Active True False Qcow2 290.8 MB Launch  ~
Cir0S 0.3.4 Image Active True False Qcowz 12.7 MB Launch |~
Displaying 8 items.

Figure 13 Image List

User can upload own private image or download image from Internet to SSCloud.

< [im] @ sscloud2.unicloud.org.tw @]

Create An Image

Name *
cirros m Description:
Currently only images available via an HTTP URL are
Description supported. The image location must be accessible to the
Image Service. Compressed image binaries are
Cirr0S

supported (.zip and targz.)

Please note: The Image Location field MUST be a valid
and direct URL to the image binary. URLs that redirect or
Image Location s serve error pages will result in unusable images.

Image Source

Image Location @

http://download.cirros-cloud.net/0.3.4/cirros-0.3.4-x8

Format *

QCOW2 - QEMU Emulator s

Architecture

Minimum Disk (GB) @

Minimum RAM (MB) @

Copy Data @

Public

Protected

Figure 14 Upload Custom Image

SSCloud support format of image include: gcow2(recommands), raw, aki, ami, vmdk, vdi, vhd, ...
etc.

Copyright © 2013 System Software Laboratory, National Tsing Hua University,
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Volume

Volume service provide block storage for instance. User can create and attach a large storage to instance.

< [Em] & sscloud2.unicloud.org.tw ] t a
(sa) SSCloud & jhku@sslab.cs.nthu.edu.tw v & jhku@sslab.cs.nthu.edu.tw
Project - Volumes
Compute ~ Volumes  Volume Snapshots
Overview Q  +CreateVolume = Accept Transfer
Instances i
Name Description  Size Status Type Attached To z::': ity Bootable Encrypted Actions
Volumes
volume_hdpve1- Attached to hdpvel- =
Images hdpworker-003_1 20GB {lin;use hdpworker-003 on /devivdb 02 Falss & Edil Vot
Access & Security volume_hdpvc1- Attached to hdpvot- -
hdpworker-002_1 - 20GB; | Insuee | - hdpworker-002 on /devivdb  "OV2 fake = it Voume: | >
Network =
volume_hdpvc1- Attached to hdpvei-
hdpworker-001_1 20GB[¢ln-tee hdpworker-001 on /dev/vdb nova Felss & EaitVolurme
Orchestration ¥
lt hd 1- Attached to hd 1-
T g E 20GB  In-use - ached to hdpvo nova False & Edit Volume | ~
Data Processing S hdpworker-005_1 hdpworker-005 on /dev/vdb
_ volume_hdpvei- Attached to hdpvei- -
Object Store v hdpworker-004_1 20CB {in-uss hdpworker-004 on /devivdb  "OV2 false & HEN_

Displaying 5 items

Figure 15 Volume List

The data stored in block storage will not be removed even instance has been deleted. And it can
be re-use in another instance.

User also can use volume as main disk for instance if user want a large space in root disk. But data
will be removed when instance has been deleted by user.

Network

Network service allow users who like to have their own virtual LANs to manage the network.

< i sscloud2.unicloud.org.tw & t a

& SsCloud 3 jhku@sslab.cs.nthu.edu.tw ~ & jhku@sslab.cs.nthu.edu.tw ¥

Project - Network Topology

Resize the canvas by scrolling up/down with your mouse/trackpad on the topology. Pan around the canvas by clicking and dragging the space behind the topology.

Compute v
22 Toggle labels £ Toggle Network Collapse & Launch Instance | + Create Network |~ + Create Router (Quota exceeded)

Network A

Network Topology

Networks

Routers

Orchestration v

Data Processing v @ @

Object Store v @

Figure 16 Network Topology
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There has firewall function provide by Security Groups which can protect instance, Users can limit
the access of instance by manage the rule of security groups.

o0 0 < m @ sscloud2.unicloud.org.tw < h g

Manage Security Group Rules - SSCloud

Add Rule

Rule *
Custom TCP Rule Description:

Rules define which traffic is allowed to instances
Direction assigned to the security group. A security group rule

consists of three main parts:

Ingress
Rule: You can specify the desired rule template or use
S— custom rules, the options are Custom TCP Rule, Custom

UDP Rule, or Custom ICMP Rule.
i Open Port/Port Range: For TCP and UDP rules you may
choose to open either a single port or a range of ports.
Selecting the "Port Range" option will provide you with
space to provide both the starting and ending ports for
the range. For ICMP rules you instead specify an ICMP
type and code in the spaces provided.

22|

Remote * @
Remote: You must specify the source of the traffic to be
CIDR v allowed via this rule. You may do so either in the form of
an IP address block (CIDR) or via a source group
CIDR @ (Security Group). Selecting a security group as the source
will allow any other instance in that security group access

0.0.0.0/0 to any other instance via this rule.

Cancel Add

Figure 17 Add Rule for Security Group

Orchestration

Orchestration service is a human- and machine-accessible service for managing the entire lifecycle of
infrastructure and applications.

[

< [im) @ sscloud2.unicloud.org.tw ] =

Select Template

Template Source *
Description:

Use one of the available template source options to
Template Data @ specify the template to be used in creating this stack.

Direct Input

heat_template_version: 2015-04-30

description: Simple template to deploy a single
compute instance

parameters:
key_name:
type: string
label: Key Name
description: Name of key-pair to be used for

Environment Source

£

Environment File @

MIBER  ERIEEUER

Cancel

Figure 18 Resource types of Orchestration
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Data Processing

Data Processing Service provide a simple means to provision a data-intensive application cluster (Hadoop or
Spark).

SSCloud provide four different types cluster:

Supported

Title(Plugin name) Description

Versions
The Apache Vanilla plugin provides the ability to launch upstream Vanilla
Apache Hadoop cluster without any management consoles. It can also
deploy the Oozie component.

Hortonworks Data The Hortonworks Sahara plugin automates the deployment of the

2.6.0
27.1

Vanilla Apache
Hadoop

Platform ¢ 206 Hortonworks Data Platform (HDP) on OpenStack.
PG ® 101 This plugin provides an ability to launch Spark on Hadoop CDH cluster
® 130 without any management consoles.
® 5 The Cloudera Sahara plugin provides the ability to launch the Cloudera
Cloudera Plugin ® 530 distribution of Apache Hadoop (CDH) with Cloudera Manager
L 5.4.0 management console.

Table 1 SSCloud support Sahara plugin

User can define the template of master node or work node.

< M & sscloud2.unicloud.org.tw ¢

G
=]
g

Create Node Group Template

Configure Node Group Template * Node Processes * Security HDFS Parameters *

Hadoop Parameters ~ Hive Parameters  MapReduce F *  JobFlow Parameters *

YARN Parameters *

Select Node Group Processes * Select node processes for the node group
HDFS processes:
namenode
datanode
secondarynamenode
YARN processes:
resourcemanager
nodemanager
MapReduce processes:
historyserver
JobFlow processes:
oozie
Hive processes:

hiveserver

Figure 19 Sahara Node Template
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And group those node templates become a cluster template.

< in] & sscloud2.unicloud.org.tw ¢ uE=0

Create Cluster Template

Details * Node Groups * General Parameters HDFS Parameters Hadoop Parameters

MapReduce Parameters
Select a Node Group Template to add:
Select C R
Group Name Template
vhmaster *

vhwork *

Figure 20 Sahara Cluster Template

There has a guide program provide user can easily create cluster following step by step.

< im] @ sscloud2.unicloud.org.tw ] ulil=8N

(& SSCloud 3 jhku@sslab.cs.nthu.edu.tw v 2 cs nthueditw v

Success: Created Cluster Template

o - Guided Cluster Creation vhcluser

Compute - . The first step is to determine which type of cluster you want to run. You may have several choices available depending on the configuration of your system. Click on
“"choose plugin” to bring up the list of data processing plugins. There you will be able to choose the data processing plugin along with the version number. Choosing this
up front will allow the rest of the cluster creation steps to focus only on options that are pertinent to your desired cluster type.

Network 5
Choose plugin
Orchestration v Current choice: Plugin: vanilla Version: 2.7.1
Data Processing a " - " = a2 . o 2
2. Next, you need to define the different types of machines in your cluster. This is done by defining a Node Group Template for each type of machine. A very common case is
X where you need to have one or more machines running a "master" set of processes while another set of machines need to be running the "worker" processes. Here, you
Guides will define the Node Group Template for your "master" node(s).
+ Create a Master Node Group Template
Clusters
Current choice: Master Node Group Template: vhmaster
Jobs

Cluster Templates

»

Repeat the Node Group Template creation process, but this time you are creating your "worker" Node Group Template.

+ Create a Worker Node Group Template
Node Group Templates

Current choice: Worker Node Group Template: vhwork
Job Templates

Job Binaries 4. Now you need to set the layout of your cluster. By creating a Cluster Template, you will be choosing the number of instances of each Node Group Template that will
appear in your cluster. Additionally, you will have a chance to set any cluster-specific i ion items in the iti tabs on the create Cluster Template form.
FLRTIAES + Create a Cluster Template
Image Registry Current choice: Worker Node Group Template: vhcluster
Plugins
5. You are now ready to launch your cluster. When you click on the link below, you will need to give your cluster a name, choose the Cluster Template to use and choose
Object Store v which image to use to build your instances. After you click on "Create", your instances will begin to spawn. Your cluster should be operational in a few minutes.

+ Launch a Cluster
Reset Cluster Creation Gui

Figure 21 Sahara Guides

Copyright tory, National Tsing Hua University,
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While building cluster, user can view the event of cluster

< [im)
& SSCloud
Project ~
Compute v
Network v
Orchestration &5
Data Processing ~
Guides
Clusters
Jobs

Cluster Templates
Node Group Templates
Job Templates

Job Binaries

Data Sources

Image Registry
Plugins

Object Store v

& jhku@sslab.cs.nthu.edu.tw

Cluster Details

General Info

Node Groups

Cluster provision steps

Step Description

Plugin: start cluster
Start services

Plugin: configure cluster
Install swift integration

Plugin: configure cluster
Install services

Plugin: configure cluster
Add host and components

Plugin: configure cluster
Add components to services

Plugin: configure cluster
Add services to cluster

Plugin: configure cluster
Add configurations to cluster

Plugin: configure cluster
Wait for all Ambari agents to register

Plugin: configure cluster
Provision cluster via Ambari

Engine: create cluster
Configure instances

Engine: create cluster

Instances

& sscloud2.unicloud.org.tw

Cluster Events

Started at

Tue May 17 2016 14:24:34 GMT+0800 (CST)

Tue May 17 2016 14:24:06 GMT+0800 (CST)

Tue May 17 2016 14:23:33 GMT+0800 (CST)

Tue May 17 2016 14:23:25 GMT+0800 (CST)

Tue May 17 2016 14:23:21 GMT+0800 (CST)

Tue May 17 2016 14:23:19 GMT+0800 (CST)
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Figure 22 Sahara Cluster Event

User also can use data processing service with job-oriented.

< [im)

Copyright

Choose job type

Job Type *
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Figure 23 Sahara Job Template
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Object Storage

Object Storage Service offer cloud storage for user to store and retrieve lots of data with a simple API.

S (2] & sscloud2.unicloud.org.tw & th a ‘T
(Y SSCloud 3 jhku@sslab.cs.nthu.edu.tw v & jhku@sslab.cs.nthu.edu.tw v
Project .
Containers
Compute v
+ Create Container Q + Create Pseudo-folder & Upload Object
Network W
. Object Coﬂnt: 0 No items to display.
Orchestration ¥ hdpdata Size: 0 fiZT4R View Details =~
Access: Public
Data Processing
Displaying 1 item Displaying 0 items

Object Store ~

Container Details

Containers

Container Name hdpdata

Container Access Public

Public URL t unicloud.org.tw:8080/v1/AUTH_ddd: 6f2 p

Object Count [}

Size 0 fiz7e48

Close

Figure 24 Swift Container

This service is also can provide data source for cluster in Data Processing Service.

< im) @ sscloud2.unicloud.org.tw ¢

£
5}

Create Data Source

Create Data Source *

Name *
hadoopdata Create a Data Source with a specified name.
Select the type of your Data Source.
Data Source Type *
You may need to enter the username and
Swift password for your Data Source.

You may also enter an optional description for

URL* your Data Source.

http://sscloud2.unicloud.org.tw:8080/v1/AUTH_d4d3:

Source username

Description

Data from SSCloud Object Storage

Cancel

Figure 25 Sahara Data Source
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Performance

Network performance

o Benchmark software: Iperf (version 2.0.5)
o Transfer size: 10 GBytes

Senario Time Bandwidth
VM to VM 70.13 sec = 1.23 Gbits/sec
VM to Internet | 15.6 min | 92.92 Mbits/sec

Internetto VM = 16.8 min | 85.3 Mbits/sec
Table 2 Network Benchmark

There has network bandwidth limited by NTHU Computer and Communication Center, current
limit is 100Mbits/sec.

Storage performance
Test target:

o Ephemeral storage (CephFS)

o Block storage (Ceph RBD)

Method 1

. Benchmark software: Linux DD command

o Test size: 10 GB (parameters: bs=4k, count=2560000, EXT4)

Item Ephemeral storage Block storage

Time 70.7 sec 172.8 sec

Bandwidth 148 MB/s 60.9 MB/s
Table 3 Storage Bechmark (1)

Method 2

o Benchmark software: FIO (test IOPS)

. Read/Write block size: 128k

Item Ephemeral storage Block storage

Read (IOPS) 5857 1510

Write (IOPS) 2962 364
Table 4 Storage Benchmark (2)
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Resources and Quota

Hardware Resources

There is 16 nodes provide SSCloud service, the hardware resource of each node:

Item Resource

CPU Intel(R) Xeon(R) CPU X5670 2.93GHz * 24 cores

Memory 96GB
Network GB Ethernet * 1, Infiniband *1 |

Table 5 Hardware Resource

The storage of SSCloud is SSD-HDD hybrid, provide by Ceph Storage System.

Figure 26 SSCloud Hybrid Storage

User Quota
Item Education User Enterprise User
CPU cores 20 120
Memory 10 GB 240 GB
Instances 10 No limited
Data storage 1TB 5TB
Public IP 0 1

Table 6 User Quota

How to access SSCloud

There three ways to access SSCloud:

1. Web dashboard (https://sscloud2.unicloud.org.tw)

2. RESTAPIs

3.  OpenStack client program (https://wiki.openstack.org/wiki/OpenStackClients#OpenStack Clients)

Web dashboard is recommended for normal user. But user also can access REST APIs or using OpenStack client
program for programming or command line job.
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